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ABSTRACT

Grey-box fuzzing is an evolutionary process, which maintains and evolves a population of test cases with the help of a fitness function. Fitness functions used by current grey-box fuzzers are not informative in that they cannot distinguish different program executions as long as those executions achieve the same coverage. The problem is that current fitness functions only consider a union of data, but not their combination. As such, fuzzers often get stuck in a local optimum during their search. In this paper, we introduce Ankou, the first grey-box fuzzer that recognizes different combinations of execution information, and present several scalability challenges encountered while designing and implementing Ankou. Our experimental results show that Ankou is 1.94× and 8.0× more effective in finding bugs than AFL and Angora, respectively.

CCS CONCEPTS

- Software and its engineering → Software testing and debugging.
- Security and privacy → Software security engineering.
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1 INTRODUCTION

Fuzzing has recently gained popularity thanks to its proven record and its ease of use [37]. It has identified thousands of real-world vulnerabilities from a variety of software [6], and it has been developed by numerous security practitioners as well as academic researchers. Furthermore, it does not necessitate much information from the analyst beyond the entry point setup and optionally an initial set of test cases, so-called seeds.

Seeds provide initial starting points for fuzzing. A seed corresponds to a program execution, and fuzzers can explore program paths mostly around this execution. Therefore, seeds need to be dynamically added or removed from the initial seed pool during a fuzzing campaign in order to efficiently explore the program state space. Grey-box fuzzers perform such a process by using a fitness function, which decides the quality of a given test case. As the seed pool evolves, fuzzers tend to generate more test cases that meet the fitness criteria enforced by the fitness function.

The current consensus is to leverage code coverage, such as branch coverage, as their fitness function. For instance, if a test case covers a new branch in the program under test, then we add it to the pool as it meets the fitness criterion. The actual implementation varies for each fuzzer, but they share the same idea: they prefer test cases that achieve new code coverage.

Despite its wide use, the current strategy of using code coverage as a fitness function suffers from critical information loss. Since code coverage only considers a union of information, if any one of the tested executions exercises a branch, for instance, then the branch is regarded as visited. As such, fuzzers can easily disregard test cases that do not improve code coverage even if they allow our fuzzers to exercise valuable execution paths. However, bugs often manifest when we exercise a specific execution path, but not when we visit a specific code snippet. For example, buffer overflow bugs do not occur when we visit the buggy loop, but they show up only when we exercise the loop more than a certain threshold.

Unfortunately, handing the aforementioned issue is challenging for the following three reasons: (C1) our fitness function should be informative in that it can quantify difference between program executions, (C2) our fitness function should be computationally fast while still being informative, and (C3) our fitness function should not accept too many seeds in the seed pool to be able to handle them in a practical manner.

First, our fitness function should be able to sensitively quantify program executions. That is, given two program executions, we need to be able to decide which one fits better for future fuzzing. Suppose we want to use path coverage as a fitness function. That is, if a test case exercises an unseen path, we consider it to meet the fitness criterion. In this case, the fitness function itself cannot judge the relative importance between test cases because the fitness function can only make a binary decision. The same problem exists for any coverage-based fitness function.

Second, computing informative fitness itself can be too costly. Since program executions naturally incorporate millions of instructions along with complex semantics, extracting their comprehensive information from an execution is typically an expensive process. Furthermore, the time complexity of a fitness function is critical
for grey-box fuzzing as we will have to invoke the fitness function for every test case generated during a fuzzing campaign.

Third, merely employing an informative fitness function can quickly make grey-box fuzzing unproductive as our fuzzer would admit too many seeds in the seed pool. For instance, one may produce a seed for every single path if we use path coverage as a fitness function. In this case, it may not even be possible for the fuzzer to give a trial for every seed in the pool.

In this paper, we tackle all the above challenges by introducing a novel fuzzing technique that we refer to as distance-based fuzzing. It leverages an informative fitness function that we call distance-based fitness function to deal with (C1). It also employs a novel dimensionality reduction technique that we call dynamic PCA to handle (C2). Lastly, it manages its seed pool with a technique called adaptive seed pool update for (C3).

Distance-based fuzzing employs an informative fitness function that we refer to as distance-based fitness function to handle (C1). It measures the behavioral similarity between two executions by examining the combinations of exercised branches. The key intuition is to expand our view from a set of program elements (such as branches) to a set of combinations of program elements. By changing our perspective, we can easily identify the uniqueness of an execution in contrast to other executions even if the execution does not achieve novel code coverage. Note our fitness function only leverages readily available information in most state-of-the-art fuzzers, namely branch coverage (see §2.1).

Although the idea of distance-based fitness function integrates well with grey-box fuzzing, it is still challenging to adopt it in practice as computing the fitness itself is computationally expensive. This is mainly because we need to deal with a higher number of states as our fitness function gets more informative. According to our study, fuzzing with its distance-based fitness function makes fuzzers 13.2× slower.

To tackle this challenge (C2), we present dynamic PCA, which is inspired by a well-known statistical approach called Principal Component Analysis (PCA) [27]. PCA reduces the dimensionality of a data set while guaranteeing to preserve the maximum amount of information from the original set. However, PCA itself is computationally too expensive to be used with fuzzing. We cannot run PCA for every fuzzing iteration for the same reason the distance-based fitness cannot be directly used for fuzzing. To the best of our knowledge, none of the existing PCA variations suits our needs.

Therefore, we present a novel and practical dimensionality reduction technique that we call dynamic PCA. The core idea is to make the PCA computation to be incremental so that we do not need to recompute PCA from scratch. Our empirical study demonstrates that dynamic PCA can efficiently reduce the computational cost of the distance-based fitness function while introducing only 18% of information loss on average.

Finally, we introduce adaptive seed pool update to effectively manage the size of the seed pool (C3). The crux of our approach is to dynamically adjust the sensitivity of our pool update function based on the relative difference between program executions. Since our distance-based fitness function can quantify differences between program executions by its design, we can compare test cases based on their fitness to actively decide the sensitivity of the pool update function. In our study, Ankou without adaptive seed pool update was not functioning due to the excessive memory requirement and fitness computation cost.

To demonstrate our ideas, we designed and implemented Ankou, our prototype fuzzer, which leverages distance-based fitness function, dynamic PCA, as well as adaptive seed pool update to tackle all the three challenges. We performed a thorough evaluation for Ankou on 24 real-world application packages by spending a total of 2,682 CPU days. The results are promising, Ankou is 1.94× and 8.0× better in finding unique crashes compared to AFL [58] and Angora [14], respectively. Moreover, Ankou found a large variety of previously unknown software bugs in real-world software.

In summary, our contributions are as follows.

(1) We present an informative fitness function for grey-box fuzzing that we call distance-based fitness function.
(2) We introduce dynamic PCA, which is a novel approach to dynamically reduce the dimensionality of the distance-based fitness computation.
(3) We design and implement Ankou, the first fuzzer prototype for distance-based fuzzing.
(4) We create our own benchmark, which consists of 24 real-world application packages, and we make it public.
(5) We make our source code along with our benchmark public on GitHub to support open science: https://github.com/SoftSec-KAIST/Ankou.

2 BACKGROUND

This section presents fundamental concepts required to understand the proposed idea, and defines several necessary terminologies that we use throughout the paper.

2.1 Fitness and Local Optimum Problem

Current grey-box fuzzers primarily use code coverage as their fitness function: we add a test case to the seed pool if it achieves new code coverage. However, coverage-guided fuzzing strategies can miss out critical test cases that may guide fuzzers towards unseen execution paths while not necessarily improving the code coverage per se. We say we have reached a local optimum [30] as we cannot obtain any more test cases that fulfill our fitness criterion even though we have not yet tested all possible executions of the PUT.

This is certainly the case for fuzzing because some bugs can only be triggered when a specific execution path is exercised. For example, traditional buffer overflow bugs trigger when we exercise a loop more than a certain threshold, but not when we simply visited the loop; both the node and the branch coverage would remain the same.

To mitigate this problem, AFL [58] and its descendants [10, 11, 14, 32, 33] employ a modified version of branch coverage, which takes account of a hit count for each unique branch in the PUT. Note that the modified coverage can represent a greater number of program states compared to branch coverage: two executions may hit branches for different number of times while achieving the same branch coverage. We call such information gathered from every program execution by AFL as branch-hit-count state.

Note that AFL introduces another approximation in their actual implementation: it bucketizes hit counts by powers of two to roughly measure how often each branch is
Figure 1: A hypothetical example showing branch-hit-count states of 30 unique program executions. Each dot represents a branch-hit-count state \( \bar{x} \).

**Definition 2.1 (Branch-Hit-Count State).** Given a program \( p \) and an input \( t \), the branch-hit-count state \( \epsilon_p(t) \) is a vector

\[
\epsilon_p(t) = \begin{bmatrix} x_1 \\ \vdots \\ x_n \end{bmatrix} = \bar{x}
\]

where \( n \) is the number of branches in \( p \), and \( x_i \) is the number of hits for branch \( i \) in the execution. For simplicity, we let the branch-hit-count state with a vector notation \( \bar{x} \).

We note, however, that the fitness functions using branch-hit-count states still suffer from the local optimum problem. For example, let us consider a simple program \( p \) that has only three branches, and assume that three test cases \( t_1, t_2, \) and \( t_3 \) respectively produce the branch-hit-count states \( \epsilon_p(t_1) = (1, 1, 2) \), \( \epsilon_p(t_2) = (1, 1, 0) \), and \( \epsilon_p(t_3) = (0, 1, 2) \). Suppose \( t_1 \) is firstly given, and \( t_2 \) and \( t_3 \) are produced while fuzzing the program. In this case, current fuzzers including AFL will favor \( t_1 \) as it can solely cover all the branches, and thus, \( t_2 \) and \( t_3 \) will be considered redundant, and will not be included in the population. Indeed, this is the key observation that motivates our research.

### 2.2 Principal Component Analysis

Principal Component Analysis (PCA) [27] is a way of reducing the dimensionality of a dataset while preserving as much information as possible. To understand the basic process of PCA, let us consider a hypothetical example where there is a program \( p \) with only two branches. Each execution of the program will produce a branch-hit-count state \( \bar{x} = (x_1, x_2) \), which contains two hit-count numbers for each branch. Suppose our fuzzer has produced 30 test cases, which exercise 30 unique program executions. Figure 1 illustrates this example. Each dot represents a branch-hit-count state obtained by an execution, and the X- and Y-axis represent the hit count for branch 1 and 2, respectively.

The goal of PCA, in this example, is to obtain an 1-D plot from the 2-D plot in such a way that all the points in the resulting plot have the largest variance. For example, the dashed line in Figure 1 shows such an axis. If we project all the points onto the new axis, i.e., the dashed line, then we obtain the maximum possible variance between dots in the resulting 1-D plot.

In this paper, we let PCA be a function that takes in a space representation as input, and returns an updated space representation as output. A space representation is a tuple of a basis \( B \) and a covariance matrix \( \Sigma \). That is, PCA is a function of type

\[
\text{PCA} : (B, \Sigma) \rightarrow (B', \Sigma').
\]

The returned space representation has a reduced dimensionality and each axis, i.e., each column vector of \( B' \), is linearly independent to the other ones.

In the context of PCA, the tuple of a basis matrix and a covariance matrix effectively describes all the necessary information. A covariance matrix is a symmetric matrix representing how each data component are affected by each other. Since the example plot is on a 2-D Euclidean space, we can represent its basis as a 2 standard basis matrix.

\[
B = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}.
\]

To represent the relationship between the two components of Figure 1, we consider a \( 2 \times 2 \) covariance matrix \( \Sigma \) of the space. Each element in the \((i, j)\) position is the covariance between the \( i \)-th and \( j \)-th components.

\[
\Sigma = \begin{bmatrix} 6.930 & 2.728 \\ 2.728 & 2.231 \end{bmatrix}.
\]

The element in \((1,1)\) represents the covariance between the first component and itself, which means the variance of the first component. The elements in \((1, 2)\) and \((2, 1)\) are the same as the covariance between two components is the same regardless of their order.

In the perspective of linear algebra [52], PCA is equivalent to an eigendecomposition process on the given covariance matrix, which returns a diagonal matrix \( \Sigma' \) and a basis matrix \( B' \). The basis \( B' \) contains eigenvectors as its column vectors, which represents the axes of a new coordinate system. \( \Sigma' \) has the eigenvalues on its diagonal entries, which are the variances of the corresponding new axes. Specifically when applied to \( \Sigma \) above, we obtain the following covariance matrix and basis matrix.

\[
\Sigma' = \begin{bmatrix} 8.180 & 0.981 \\ 0 & 0.981 \end{bmatrix}, \text{ and } B' = \begin{bmatrix} 0.909 & 0.417 \\ 0.417 & -0.909 \end{bmatrix}.
\]

In order to maximize the variance of the lower dimensionality space, we chose the axes with the highest variances. In this case, since it has a variance of 8.180, we select the vector \([0.909, 0.417]\), which corresponds to the dashed line of Figure 1. This becomes our new axis of the desired 1-D plot.

### 3 DISTANCE-BASED FUZZING FITNESS

The key challenge that we address here (C1) is designing an informative fitness function for grey-box fuzzing, which can sensitively quantify the difference between test cases and their corresponding executions on the PUT. Remarkably, we found that the branch-hit-count states used by current fuzzers already provide just enough information about test cases for judging their potential to be used as a future seed. The idea is to consider each branch-hit-count state as a vector, as defined in §2.1, which enables us to compute relative distances between them.

Since we are dealing with relative distances, two distinct executions that achieve the same coverage, but produce different branch-hit-count states would represent two unique vectors in the
space, and we can naturally quantify their difference compared to the other vectors in the space. Indeed this is the key intuition of our distance-based fitness function.

3.1 Fitness as Distance between Vectors

In our model, a branch-hit-count state corresponds to a vector in a space that we call the branch-hit-count state space $\Omega_p$, which is formally defined as follows. For any test case $t$, we can obtain a branch-hit-count state $\epsilon_p(t)$ in $\Omega_p$ by executing $p$ with $t$.

**Definition 3.1 (Branch-Hit-Count State Space).** Given a program $p$, the branch-hit-count state space of $p$, $\Omega_p$, is the set of all possible branch-hit-count states we can obtain by executing $p$.

With this, we now introduce the concept of execution distance, which measures the relative distance between two branch-hit-count states, thereby determining the difference between their two executions. Note that the distance between two vectors is dependent on which space we are in. Thus, our definition of execution distance takes a basis $B$ into account.

**Definition 3.2 (Execution Distance).** Given a program $p$ and a basis $B$, any pair of branch-hit-count states in $\Omega_p$ have an execution distance $\delta_B$ on the space defined by $B$, which is simply defined as the Euclidean distance

$$\forall (x, y) \in \Omega_p^2, \quad \delta_B(x, y) = \|x^TB - y^TB\|.$$

Intuitively, two executions are similar to each other when their execution distance is small, and vice versa. For example, suppose there is a program with only three branches, and there are three executions of the program, which result in the branch-hit-count states $x = (3, 0, 1)$, $y = (3, 0, 0)$, and $z = (0, 1, 1)$, respectively. In this case, we can readily determine that $x$ and $y$ are similar to each other as the first branch is exercised three times in both cases, unlike $z$. Although branch hit counts do not completely reflect the semantics of the program executions, we can still extract meaningful distinction between executions.

Since a test case produces an execution for a given PUT, we can compare two test cases for the PUT by leveraging their execution distances. That is, the execution distance allows us to compute the difference between given test cases with respect to the PUT. Therefore, we devise a new fitness function to quantify the novelty of a given test case compared to the current population, i.e., test cases in the seed pool. Let $\Pi = \{t_1, t_2, \cdots, t_m\}$ be a seed pool of $m$ test cases, the distance-based fitness of a newly generated $t$ is then the minimum execution distance between $t$ and all the seeds in $\Pi$. As execution distance can vary depending on the current space we are in, the definition of distance-based fitness function also takes the current space (B) into account.

**Definition 3.3 (Distance-based Fitness Function).** Given a program $p$ and a basis $B$, the distance-based fitness $\Delta_B(t, \Pi)$ of a test case $t$ with regard to a seed pool $\Pi$ is the minimum execution distance between $\epsilon_p(t)$ and a set $\{\forall i \in \Pi : \epsilon_p(i)\}$ on the space defined by $B$. Formally, the distance-based fitness function is

$$\Delta_B(t, \Pi) = \min_{i \in \Pi} \delta_B(\epsilon_p(t), \epsilon_p(i)).$$

With the distance-based fitness function, we can now quantify the difference between a test case and a pool of test cases. For example, let us consider the test cases with the following states: $\epsilon_p(t_1) = (1, 1, 2)$, $\epsilon_p(t_2) = (0, 1, 1)$, $\epsilon_p(t_3) = (1, 0, 2)$, and $\epsilon_p(t_4) = (0, 3, 3)$. Assume the current seed pool contains the first two seeds $\{t_1, t_2\}$, and our fuzzer has generated the test case $t_3$ and $t_4$. We can now compare the two test cases, decide which is the fittest and include it in the pool. Using the standard basis as $B$, we obtain $\Delta_B(t_3, \{t_1, t_2\}) = 1$, and $\Delta_B(t_4, \{t_1, t_2\}) \approx 2.45$. Since $t_4$ execution is further away from the seed pool, its inclusion in the pool brings more novelty than $t_3$ would. Hence, $t_4$ is a better fit. Although neither test cases bring new coverage, this is representative of how the combination of their branch-hit-count differs. $t_3$ execution only differs from $t_1$ on the second branch, while $t_4$ differs from $t_1$ on all the branches.

3.2 Impracticality of Distance-based Fitness

Our distance-based fitness function is indeed informative—it provides a way to effectively quantify the fitness of generated test cases—but such benefit comes with a price. Although it does not require any new coverage metric to be introduced, it is not feasible to apply the idea directly to current fuzzers due to its high computational cost.

Since we have to compute the fitness for every generated test case, the performance of fitness computation is critical. Unfortunately, its time complexity is roughly $O(mn)$, where $m$ is the number of seeds in our seed pool, and $n$ is the number of branches in the PUT. Note that there can be easily thousands of seeds in the population as well as thousands of branches in the PUT. This is indeed the challenge (C2) that we address in the paper. To make our approach practical, we need to reduce one of the terms.

One plausible way to improve the performance is to employ a specialized data structure designed for efficient distance queries, such as M-tree [16]. It allows us to reduce the number of seeds to look for without any loss of information. However, it does not guarantee any practical lower bound. In a preliminary study we performed, we only observed about 70% of performance improvement with M-tree, which was far from enough to make the distance-based fitness function practical for fuzzing.

Therefore, we address this impracticality challenge by reducing the dimensionality of the branch-hit-count states, which effectively reduces $n$, the number of branches to consider. Recall that PCA (as introduced in §2.2) is a well-known methodology for reducing the dimensionality of a dataset while minimizing the loss of information. The goal here is to reduce the dimensionality of the branch-hit-count state space, which can drastically improve the performance of our fitness function computation. Nevertheless, this new intermediary step introduces its own challenges as we describe in the following section.

4 DYNAMIC PCA

The high computational demand of distance-based fitness function naturally leads us to the second challenge (C2). To tackle the challenge, we introduce dynamic PCA, a novel technique for reducing the dimensionality of the branch-hit-count states.

As the name implies, dynamic PCA is inspired by PCA, but PCA itself does not perfectly meet our needs for several reasons. First,
PCA itself is computationally expensive: it has a cubic-time complexity in the number of samples and dimensions [21]. Second, the underlying probability distribution we are sampling from changes every time as the seed pool varies: grey-box fuzzing creates a dynamic environment. This means we would need to compute PCA every time we add a new seed to our pool, but its cost would become extremely high. As we will explain in §8, several variations of PCA have been introduced, none of them suits our case. Dynamic PCA overcomes these challenges by presenting an efficient approximation of PCA, which eventually enables the practical use of the distance-based fitness for grey-box fuzzing.

4.1 Algorithm Overview

At a high level, dynamic PCA achieves its performance improvement by (1) reducing the number of times eigendecomposition is run, and (2) limiting the number of axes in the space to perform eigendecomposition on. Dynamic PCA periodically runs eigendecomposition, i.e., the standard PCA, for every time interval we choose, which is one minute in the current implementation. It maintains a reduced covariance matrix and incrementally updates the matrix. When we perform eigendecomposition, we run it on only the reduced matrix.

The DynPCA function in Algorithm 1 describes the main algorithm, which roughly takes in a space representation (B, Σ), and returns an updated one. The initial space representation is obtained by running the standard PCA for the seeds in the initial seed pool given by the user. Unlike the standard PCA we described in §2.2, though, it also takes in three more parameters as input: (1) \( x \) is the branch-hit-count state obtained by executing the currently generated test case, which is required to update the space information; (2) \( s \) is the number of generated test cases; and (3) \( \theta_{\text{exp}} \) is a variable automatically set by our algorithm, whose initial value is the infinity \( \infty \). Dynamic PCA operates with three major functions: ExpandBasisIfInteresting, UpdateCovMatrix, and PeriodicDecompose.

**ExpandBasisIfInteresting** checks whether the branch-hit-count state \( x \) suffers a large information loss when projected on \( B \). If it does, then we consider \( x \) as an “interesting” vector, and add it to our basis \( B \) as an extra axis (see §4.2).

**UpdateCovMatrix** updates the current covariance matrix \( \Sigma \) with regard to the given branch-hit-count state \( x \) (see §4.3). Note that \( \Sigma \) effectively summarizes the branch-hit-count states of all the test cases the fuzzer observed so far.

**PeriodicDecompose** periodically readsjusts the basis \( B \) every minute by running the standard PCA. The current time interval is empirically chosen, but it is a user configurable parameter in our implementation. Note that this function needs to handle only a reduced space returned by the previous steps. That is, the number of axes in \( B \) is several orders of magnitude smaller than the total number of branches in the PUT. This is indeed the key to our approach.

**Information Loss due to Dynamic PCA.** Although dynamic PCA makes it efficient to compute the principal components of a given space representation, it loses the guarantee of maximizing the variance of the reduced space. Nonetheless, our empirical result shows that the information loss caused by dynamic PCA is 20% or less in most subjects we tested (see §6.3). Therefore, dynamic PCA can be a practical alternative to standard PCA.

### Algorithm 1: Dynamic PCA

// \( \theta_{\text{exp}} \) is globally given, and initially set to \( \infty \).

```latex
\begin{algorithm}
\begin{algorithmic}[1]
\Function{ExpandBasisIfInteresting}{B, \Sigma, x}
\State loss \leftarrow \sqrt{\|x\|^2 - \|x^TB\|^2} \quad \text{// By Pythagoras}
\If{\text{loss} > \theta_{\text{exp}}}
\State B, \Sigma \leftarrow \text{Append}(B, \Sigma, x)
\State B \leftarrow \text{GramSchmidt}(B)
\State \theta_{\text{exp}} \leftarrow \text{UpdateLoss}(\theta_{\text{exp}}, \text{loss})
\EndIf
\State \Return B, \Sigma
\EndFunction

\Function{PeriodicDecompose}{B, \Sigma}
\If{\text{isOneMinutePassed}}
\State B, \Sigma \leftarrow \text{PCA}(B, \Sigma)
\EndIf
\State \Return B, \Sigma
\EndFunction

\Function{DynPCA}{B, \Sigma, x, s}
\State B, \Sigma \leftarrow \text{ExpandBasisIfInteresting}(B, \Sigma, x)
\State \Sigma \leftarrow \text{UpdateCovMatrix}(B, \Sigma, x, s)
\State B', \Sigma' \leftarrow \text{PeriodicDecompose}(B, \Sigma)
\State \Return B', \Sigma'
\EndFunction
\end{algorithmic}
\end{algorithm}
```

4.2 Incremental Basis Expansion

In **ExpandBasisIfInteresting**, the information loss caused by projecting the execution on \( B \) is quantified by \( \text{loss} \) in Line 2. In Line 3, the loss is considered significant if above the threshold \( \theta_{\text{exp}} \). Then, in Line 4, the new branch-hit-count state, which is a vector by definition, is appended to the basis and the covariance matrix \( \Sigma \) is expanded by one row and one column. The new basis \( B \) is then orthonormalized by Gram-Schmidt [53] in Line 5.

To get a better understanding, let us consider the previous example illustrated in Figure 1. There are only two branches in the program and we have 30 initial seeds, one for each point in the plot. The initial \( B \) and \( \Sigma \) are set using the standard PCA on the initial seeds. Note that this is an expensive operation as the branch-hit-count state is likely to have many dimensions. We can only afford it once at the initialization. Now, let us assume that the first test case we generate manifests the branch-hit-count state \( x = (1, 100) \). We pass the state to DynPCA, and we reach the **ExpandBasisIfInteresting** function. The branch-hit-count state is indeed a large outlier, which will pass the test in Line 3 of **ExpandBasisIfInteresting**. Therefore, this vector will be appended to \( B \), and then orthonormalized into \([-0.417, 0.909]\) by the Gram-Schmidt [53] procedure. The following test cases and their branch-hit-count states will be projected onto the new 2-D basis until the call to the PCA function in **PeriodicDecompose** will reconsolidate \( B \) into a single vector.

Additionally, **ExpandBasisIfInteresting** updates the expansion threshold \( \theta_{\text{exp}} \) in Line 6. **UpdateLoss** records all the \( \text{loss} \) values in the past minute and sets \( \theta_{\text{exp}} \) to the maximum of the held data. In our experiments, this was enough to make dynamic PCA maintain a sufficient number of new axes while keeping the computational cost low. Optimizing **UpdateLoss** is beyond the scope of this paper.

4.3 Dynamically Updating Covariance Matrix

As we generate test cases, we should also incrementally update our covariance matrix to take account of newly sampled test cases.
added to our space. However, there is an issue to be addressed for updating our covariance matrix. PCA assumes that our sampling process is performed on a constant probability distribution, but this is not the case for grey-box fuzzers where a change in the seed pool implies a change in the sampling process.

To address this problem, we implement UpdateCovMatrix to include a discount factor α in order to favor newer test cases rather than older ones. Particularly, every time we update Σ, we give higher weights to newer test cases by progressively decreasing weights to the previous covariance matrix. Formally, given the (s + 1)-th generated test case, which produces s̃, the UpdateCovMatrix operates by updating Σ′ as follows.

\[ Σ′ = \frac{(s̃)^T B · (s̃)^T + α w_s Σ}{1 + α w_s}, \quad \text{where} \ w_s = 1 + α + α^2 + \cdots + α^{s-1}. \]

If α is set to 0, then we completely ignore the history, and we end up solely using the latest test case to construct Σ′. On the other hand, when α = 1, the term α w_s becomes s, and the resulting formula simply represents an incremental mean where s is the total number of elements. When α is between zero and one, we effectively give a weight of α w_s to the old covariance matrix Σ in order to give the decreasing influence to it as time passes. The lower α is, the more we forget about the past. Note that the old covariance matrix represents s total test cases generated so far where the first test case has a weight α^1. We empirically set α to 1 − 10^-6 in our current implementation. Although not explicitly mentioned for brevity, the branch-hit-count state s̃ is centered before being projected on B.

5 DISTANCE-BASED FUZZING

In this section, we first show a way to dynamically adjust the sensitivity of our fitness function to handle (C3). The primary issue here is that an informative fitness function such as our distance-based fitness function would accept too many seeds in the pool. To set the sensitivity of the fitness function, we introduce adaptive seed pool update, a novel population update mechanism that dynamically changes its fitness criterion. With this, we present the design of Ankou, our fuzzer prototype that enables adaptive seed pool update, a novel population update mechanism that dynamically changes its fitness criterion. With this, we present the design of Ankou, our fuzzer prototype that enables adaptive seed pool update, a novel population update mechanism that dynamically changes its fitness criterion.

\[ \text{Algorithm 2: Adaptive seed pool update.} \]

Thus, we propose adaptive seed pool update, a novel technique that dynamically selects the threshold to adaptively control the sensitivity of our fuzzer. The PoolUpdate function in Algorithm 2 describes the overall algorithm, which takes in a newly generated test case \( t \), the total number of test cases generated so far \( s \), and the seed pool \( \Pi \) as input. It then outputs an updated seed pool \( \Pi′ \). In Line 2, we perform dynamic PCA in order to make our fitness function computation \( \Delta_B \) efficient. We then check if the distance-based fitness is bigger than the fitness threshold \( \theta_{\text{fit}} \), which is initially given as zero. If so, we update both the seed pool and the threshold in Line 4 and 5. The AddToPool function in Line 4 first pops out the seed with the lowest distance to the population, and then add our test case \( t \) to the pool. That is, we remove the least fit test case from the pool while adding a new one. To maintain a sufficient amount of seeds, AddToPool will only remove a test case when the pool has 1,000 or more seeds in our current implementation.

In Line 5, we compute the distance-based fitness for all the seeds in the pool, and set the current minimum fitness as a new threshold. The intuition here is that in order for a test case to be useful, it should be at least further away from the pool than the smallest gap between the seeds. More formally, we set the next threshold \( \theta_{\text{fit}} \) by:

\[ \theta_{\text{fit}} = \min_{i \in \Pi} \Delta_B(i, \Pi \setminus \{i\}) = \min_{(i_1, i_2) \in \Pi \setminus i_2 \neq i_1} \Delta_B(\epsilon_p(i_1), \epsilon_p(i_2)). \]

5.1 Adaptive Seed Pool Update

The distance-based fitness of a test case characterizes its novelty compared to the current population, but having a way to measure novelty (or fitness) does not tell us when should we add our test case to the seed pool. Of course, we can use our test case to the pool when its distance-based fitness is above a threshold, but what should be the value of the threshold then? Note that the choice of this threshold is critical as it sets the sensitivity of a fuzzer to new behaviors of the PUT. If it is infinitely high, the seed pool is constant and the population does not evolve. On the other hand, if the threshold is set to zero, any test case will be added to the pool, which can quickly pack the seed pool.

5.2 Ankou Architecture

Ankou follows the general architecture of grey-box fuzzing, which consists of three major components: seed scheduler, pool manager, and tester. Figure 2 illustrates the overall design of Ankou. The seed scheduler selects a seed for fuzzing and passes it to the tester module. The tester then generates inputs by mutating the given seed and run the PUT. Upon the PUT execution, the tester passes the execution trace to the fitness function of the pool manager, which computes its fitness value. The PoolUpdate function in the
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dynamic PCA, and (mode 2) Ankou with distance-based fitness function but without dynamic PCA. Meaning, the distance is computed using Definition 3.2, without any dimensionality reduction.

Figure 3 illustrates our experimental results after 24 hours of fuzzing on each of the 24 selected subjects. The line with circles shows the ratio between the number of crashes found with mode 1 and 2. The line with squares shows the ratio between the test generation throughput of Ankou with mode 1 and 2. The first five crash points (circles) have the ratio of one as we found no crash in both cases. The last six points, with a ratio of 1,000, are the cases where Ankou in mode 1 found crashes while mode 2 did not. In all cases, the crash ratio was higher than one, meaning that using dynamic PCA always produces better results than using Definition 3.2. Ankou found 11.8× more unique crashes and generated 13.2× more test cases with dynamic PCA than without it.

The “\(\frac{\text{mode 1}}{\text{mode 2}}\) U value” and the “\(\frac{\text{mode 1}}{\text{mode 2}}\) U value” columns of Table 1 describe, for those subjects that manifest statistical significance, dynamic PCA gave considerably better results in terms of both bug finding and throughput. These results confirm the necessity of our dynamic PCA to enable the practical usage of the distance-based fitness function.

6.3 RQ2: Effectiveness of Dynamic PCA

Although dynamic PCA allows us to efficiently generate test cases, it comes at a price. Since dynamic PCA is an approximation process, it may suffer from a loss of information. If so, how much would be the loss? In other words, do the identified basis from dynamic PCA successfully maximize the variances of branch-hit-count states?

To answer the question, we measured the effectiveness of dynamic PCA on all the fuzzing campaigns against the 150 subjects in our benchmark. The effectiveness is quantified by the variances, i.e., eigenvalues, appeared in the resulting covariance matrix \(\Sigma'\). By computing the portion of the variances of the selected axes in \(\Sigma'\), we can quantify how much information is lost by running the dynamic PCA (or standard PCA) process. For instance, if we look back at the example in §2.2, the effectiveness of PCA was about 89% (= 8.18/(8.18 + 0.981)). The closer this number is to 100%, the less loss of information in the PCA computation will be.

Figure 4 is the histogram showing the effectiveness of dynamic PCA for all the 150 subjects. For 80% of the subjects, the effectiveness was above 78.8%, and for 90% of the subjects, the effectiveness was above 72.7%. In other words, dynamic PCA was able to keep 80% of the information obtained from program executions in most of the subjects. This result indeed highlights the key contribution of our paper: dynamic PCA can effectively reduce the dimensionality of program state space without losing much information, which enables the practicality of distance-based fuzzing.

6.4 RQ3: Distance- vs. Coverage-based Fitness

Recall from §3, one of the key motivations of distance-based fitness function was that coverage-based fitness functions do not provide sufficient information to fuzzers for finding bugs. To confirm the value of distance-based fitness function, we ran Ankou with and without distance-based fitness function. When disabling the distance-based fitness function for Ankou, we only used branch coverage as its fitness criterion.

Figure 5 shows our results after 24 hours of fuzzing on the same 24 subjects as in RQ1. Overall, distance-based fitness function found 1.5× more unique crashes, and produced more crashes in 60% of the subjects, excluding the 5 subjects where no crashes were found. At best, the distance-based fitness function found 4× more unique crashes than without it. As the right-most columns of Table 1 describe, for those subjects that manifest statistic significance, distance-based fitness function gave better results for 83% of the cases (5 out of 6). However, for the other subjects that were not found to be statistically significant, the distance-based fitness function was usually still an improvement over the traditional coverage-based fitness function in terms of the number of crashes found. Otherwise, the difference was negligible. Since the expected loss is slim while the potential gain is large, we should benefit from choosing the distance-based fitness function a priori.
Table 1: Detailed experimental results for RQ1 and RQ3. We show the Mann-Whitney U test results along with the detailed numbers for every experiment we performed. The shared areas indicate statistically significant results.

| Package Name | Version | KLoC | Crashes | Throughput | No PCA | Dynamic PCA | Crashes | Throughput | No PCA | Dynamic PCA | Crashes | Throughput | No PCA | Dynamic PCA | Crashes | Throughput | No PCA | Dynamic PCA | Crashes | Throughput | No PCA | Dynamic PCA | Crashes | Throughput | No PCA | Dynamic PCA | Crashes | Throughput | No PCA | Dynamic PCA | Crashes | Throughput | No PCA | Dynamic PCA | Crashes | Throughput | No PCA | Dynamic PCA | Crashes | Throughput | No PCA | Dynamic PCA | Crashes | Throughput | No PCA | Dynamic PCA | Crashes | Throughput | No PCA | Dynamic PCA | Crashes | Throughput | No PCA | Dynamic PCA | Crashes | Throughput | No PCA | Dynamic PCA | Crashes | Throughput | No PCA | Dynamic PCA | Crashes | Throughput | No PCA | Dynamic PCA |
|--------------|---------|------|---------|------------|--------|-------------|---------|------------|--------|-------------|---------|------------|--------|-------------|---------|------------|--------|-------------|---------|------------|--------|-------------|---------|------------|--------|-------------|---------|------------|--------|-------------|---------|------------|--------|-------------|---------|------------|--------|-------------|---------|------------|--------|-------------|---------|------------|--------|-------------|---------|------------|--------|-------------|---------|------------|--------|-------------|---------|------------|--------|-------------|---------|------------|--------|-------------|---------|------------|--------|-------------|---------|------------|--------|-------------|---------|------------|--------|-------------|---------|------------|--------|-------------|---------|------------|--------|-------------|---------|------------|--------|-------------|---------|------------|--------|-------------|---------|------------|--------|-------------|---------|------------|--------|-------------|---------|------------|--------|-------------|---------|------------|--------|-------------|---------|------------|--------|-------------|---------|------------|--------|-------------|---------|------------|--------|-------------|---------|------------|--------|-------------|---------|------------|--------|-------------|---------|------------|--------|-------------|---------|------------|--------|-------------|---------|------------|--------|-------------|---------|------------|--------|-------------|---------|------------|--------|-------------|---------|------------|
| binutils      | 0.12    | 167  | 0.167  | 102        | 0       | 0.42        | 23.9    | 4.27       | 0.00   | 0.167       | 0.50   | 0.39       | 0.00   | 0.00        | 0.00   | 20.8       | 3.31   | 0.33       | 0.00   | 0.167       | 0.50   | 0.39       | 0.00   | 0.00        | 0.00   | 20.8       | 3.31   | 0.33       | 0.00   | 0.167       | 0.50   | 0.39       | 0.00   | 0.00        | 0.00   | 20.8       | 3.31   | 0.33       | 0.00   | 0.167       | 0.50   | 0.39       | 0.00   | 0.00        | 0.00   | 20.8       | 3.31   | 0.33       | 0.00   | 0.167       | 0.50   | 0.39       | 0.00   | 0.00        | 0.00   | 20.8       | 3.31   | 0.33       | 0.00   | 0.167       | 0.50   | 0.39       | 0.00   | 0.00        | 0.00   | 20.8       | 3.31   | 0.33       | 0.00   | 0.167       | 0.50   | 0.39       | 0.00   | 0.00        | 0.00   | 20.8       | 3.31   | 0.33       | 0.00   | 0.167       | 0.50   | 0.39       | 0.00   | 0.00        | 0.00   | 20.8       | 3.31   | 0.33       | 0.00   | 0.167       | 0.50   | 0.39       | 0.00   | 0.00        | 0.00   | 20.8       | 3.31   | 0.33       | 0.00   | 0.167       | 0.50   | 0.39       | 0.00   | 0.00        | 0.00   | 20.8       |

**Figure 6:** Comparison of test case generation throughput between Ankou and AFL.

On the other hand, Ankou using distance-based fitness function had a test case generation throughput 51% lower because of the time spent on computing its fitness function. Thus, even if the distance-based fitness incurs a significantly slower throughput, it allows Ankou to find more unique crashes.

Remarkably, the difference in branch coverage was insignificant: it was under 1.5% on average. This result coincides with our observation: software bugs do not manifest when we achieve certain code coverage, but when we exercise a specific execution path. Therefore, we conclude that distance-based fitness function benefits grey-box fuzzing in terms of finding software bugs in an effective manner.

### 6.5 RQ4: Distance-based Fuzzing Cost

In this subsection, we evaluate the practicality of distance-based fuzzing with the following two questions: (1) Is the dynamic PCA necessary? How slow would it be if we were to use the standard PCA instead?; and (2) How much performance overhead can we observe by enabling distance-based fuzzing assisted by dynamic PCA instead of a coverage-based approach?

The answer to the first question is indeed simple: our initial fuzzer prototype with the standard PCA was not usable as it spends most of its time on computing the PCA. On our machine, it took about an hour to compute the PCA for 5,000 seed files. Given that fuzzers typically run thousands of test cases per second, it would not be possible to use the standard PCA in practice.

To answer the second question, we compared the test case generation speed of both Ankou and AFL. We chose AFL because it is a highly optimized fuzzer in terms of its fuzzing speed [59]. Figure 6 shows the test case generation throughput, which is a good measure for the cost of additional operations, as discussed in §6.1. We observed that Ankou was 35.0% slower than AFL on average, with 89% of the experiments being significant. However, this does not mean that Ankou is a worse fuzzer than AFL. Although Ankou is slow in generating test cases, it produces more meaningful ones, and thus, finds twice more bugs than AFL as we will see in §6.6.

Unexpectedly, Ankou showed a better throughput than AFL on 13% of the subjects. We thought this could be caused by Ankou achieving lower code coverage, making executions faster. However, the correlation between the coverage and the throughput ratios was only -0.6%. We believe Ankou found new regions of the programs that quickly terminate, while AFL did not. Overall, distance-based fuzzing significantly decreases the throughput, but it is worthwhile to perform more informed, hence more effective, seed pool updates.

#### 6.6 RQ5: Comparison against Other Fuzzers

Although dynamic PCA is costly, it can enable higher software bug finding. To understand the practical impact of distance-based fuzzing, we answer the following two questions: (1) how effective Ankou is in terms of the number of unique crashes found? (2) how fast can Ankou find a crash?

##### 6.6.1 Number of Crashes

We ran Ankou, AFL, and Angora on each subject. We then measured how many crashes were found for each subject along with the achieved branch coverage.
Figure 7: Comparison between Ankou and other fuzzers in terms of the number of crashes found and branch coverage.

Figure 7a presents the result against AFL. In total, Ankou found 3K more unique crashes than AFL, which is 1.94× more on average. Ankou found more crashes on 75% of the subjects, on which 66% of the experiments where significant. On the other hand, the two fuzzers achieved more or less the same branch coverage: on average Ankou covered 1.27% more branches than AFL. Note that Ankou was able to find twice more crashes even though there was no big difference in terms of code coverage. This result indeed aligns with our key intuition: software bugs often manifest when we exercise a particular execution path, but not when we reach a node.

Figure 7b presents the result against Angora. Unlike AFL and Ankou, Angora requires DFSan [1] instrumentation to perform taint tracking, which makes it difficult to compile our benchmark. As a result, we were only able to compile about half of the packages. Among these, Angora found crashes in 22 subjects. Here, we report results only on those. On average, Ankou found 8.0× more crashes than Angora. Ankou prevailed on most subjects, and half of them showed strong statistical significance. These results confirm using the distance-based fitness function leads to better crash finding.

6.6.2 Time-To-Exposure of Crashes. We also measured how much time each fuzzer spends to find the first crash. On the subjects where both AFL and Ankou found crashes, Ankou was 27% faster in finding the first crash. Similarly, on the subjects where both Angora and Ankou found crashes, Ankou found them 68% earlier. This result also confirms the effectiveness of Ankou against state-of-the-art fuzzers in terms of its bug-finding ability.

6.7 Examination on Bugs Found

In §6.6 (RQ5), we reported the average number of crashes found for six repeated fuzzing experiments. During the whole experiment, Ankou found 93,754 crashes on the 150 subjects for 21,600 hours (= 24 × 6 × 150). Although this number has its own value, we analyzed further to understand how many unique bugs each fuzzer found. This is important, as noted by Klees et al. [28], because multiple unique crashes may be due to the same bug.

Unfortunately, manual inspection was not an option as there were simply too many crashes. We originally tried to run ASan [49] to triage the crashes, but it failed to detect the root cause of many crashes. Therefore, we decided to use safe stack hash [12] instead, which works the same as the classic stack hash [41] with one exception: when there is an unreachable return address in the stack-trace, it stops traversing the stack. In our experiment, we computed the safe stack hash of the top five stack-trace entries of each crash. Although there are advanced crash triaging algorithms [17, 56], it is beyond the scope of this paper to adopt such techniques.

Figure 8 and Table 2 represents the number of unique bugs found after running the safe stack hash on all the crashes found. Overall, Ankou found 1.4× and 4.1× more unique bugs than AFL and Angora, respectively. There were overlaps, but there were a higher number of bugs that only Ankou was able to find. All these results confirm the practicality of Ankou in terms of bug finding.

7 DISCUSSION

First, we define the execution distance (Definition 3.2) as the Euclidean distance in the branch-hit-count space $\Omega_p$. Although we...
believe the choice of Euclidean distance is intuitive, one may consider a different distance metric such as Manhattan distance. Furthermore, the fitness function is defined as the minimum distance from a test case execution to the seed pool executions. While this is intuitively the amount of discovery made by this new test case, there may be a more optimal way of setting the fitness function. We see improving this area as promising future work.

In our experiment, the dynamic PCA was always able to reduce the state space with an acceptable information loss. However, there is no guarantee that it will be the case for all programs. We leave it as future work to prove a theoretical bound of its information loss.

With the adaptive seed pool update, the fitness threshold \( \theta_{fu} \) is adaptively set to the minimum execution distance between any two seeds. However, there may be opportunities to choose a more appropriate threshold by not limiting ourselves to the contents of the seed pool. For example, refused test cases, even though they were not included in the pool, may be able to provide useful information to help this choice. Designing an optimal strategy for updating the seed pool is beyond the scope of this paper.

8 RELATED WORK

**Fuzzing.** Fuzzing has shown remarkable success in various areas [9, 11, 12, 23, 25, 26, 32, 33, 35, 37, 39, 43–47, 51, 57]. In the context of fuzzing, usage of the evolutionary algorithm was first introduced by Sidewinder in 2006 [19] and popularized by AFL and LibFuzzer [5, 58]. Ankou is also a grey-box fuzzer built upon the evolutionary framework. However, its uniqueness is its leverage of an informative fitness function that we call distance-based fitness, which deals with the considerably high dimensionality of the program state space, compared to the existing fitness functions.

**Improving Fitness Function.** There have been several research papers on improving the information given to, and the objective of the fitness function. ColIaFL [22] improves information quality by avoiding hash collisions, thus indirectly enhancing the fuzzer fitness function. Although it gains by avoiding imprecision, its fitness is still based on branch-hit-count states, so it suffers from the local optimum problem. PerfPuzz [31] leverages multi-dimensional feedback considering both code coverage and execution counts to tackle the local optimum problem. Eclipser [15] uses branch distances [40] to guide their search towards solving linear and monotonic constraints. Angora [14] augments its fitness function by considering the calling context when calculating branch coverage. However, none of these approaches handles the high-dimensionality problem of employing an informative fitness function. Our distance-based fitness function is complementary to them.

**Distance between Test Cases.** Feldt et al. [20] proposed a distance quantifying the difference between test cases. Unlike execution distance (see Definition 3.2), which is based on the execution of a program, this one is based on the input contents alone. It could still have been used in complement to \( \delta_B \) if it was not for its high computational cost. Pinilla-López et al. [36] compute PCA on the most recently discovered seeds to bias the seed scheduling. Although their work shares the same intuition in conceptualizing the state space, our approach differs both in goal as well as in the underlying technique. Our goal is guiding a fuzzing campaign using a fitness function, while theirs is modifying the seed scheduling algorithm. Moreover, scheduling algorithms can only be informed by seeds already chosen by their fitness function. However, our approach recognizes information from all the generated test cases.

**Seed Scheduling.** Starting from Woo et al. [55] seed scheduling has been a popular topic for improving fuzzers. AFLGo [10] and Hawekeye [13] combine fuzzing with information extracted from static analysis to direct fuzzers. AFLFast [11] suggests power scheduling, which assigns more energy to seeds that achieve higher code coverage. Cerebro [34] enhances seed scheduling based on a variety of objectives such as code complexity and code coverage of seeds. Such improvement has the benefit of focusing on a tiny subset of test cases already selected by the user or the fitness function, i.e., the seed pool. Unfortunately, we cannot directly apply these techniques to a fitness function due to its harsh performance requirement: it needs to run for every single test case.

**Advanced PCA.** Roweis [48] suggests an expectation maximization algorithm for computing PCA. It does not need the covariance matrix, and only calculates the desired number of principal components. However, this approach requires all the samples to be given at the beginning of the algorithm, which does not meet our needs since fuzzers generate samples throughout the fuzzing campaign. On the other hand, the online PCA [42, 54] aims to compute principal components on the fly: whenever new data is acquired, it updates the current principal components. This solution is not suitable for grey-box fuzzing as each of the online PCA updates has a complexity of \( O(n^2) \), where \( n \) is the number of dimensions of the original space, i.e., the number of branches. Whereas the time complexity of dynamic PCA is linear in \( n \). Other approaches such as random projection based online PCA [24] and stochastic PCA [8, 50] have a linear complexity. This is achieved by discarding much of the available data, unlike the dynamic PCA, which includes most of the data by updating the covariance matrix and its basis improvement mechanism. Furthermore, none of the approaches above includes a discount factor, described in §4.3.

9 CONCLUSION

We designed and implemented Ankou, the first grey-box fuzzer that operates with a high dimensionality representation of the program state space. Ankou employs distance-based fitness function, which provides too much information about program executions to consume in practice. However, we transform the information obtained by the fitness function with our novel dimensionality reduction technique that we refer to as dynamic PCA. As a result, we were able to greatly improve the current state of grey-box fuzzing in terms of its bug finding ability. We made both our source code and benchmark public to support open science.
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